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What is an adversarial example (attack)? MELEOURNE

J Left-or-right challenge: Guess which one is the adversarial example?




What is an adversarial example (attack)? MELEOURNE

99% Guacamole 88% Tabby Cat




What is an adversarial example (attack)?

Adversarial examples can significantly

drop the classification accuracy to OOA)

How it works?
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What is an adversarial example (attack)? MELBOURNE

1 Adding imperceptible, non-random perturbations to input data.

Maximum allowed perturbation €

& T Y oy oy AT LT o o

Slgn(VwJ(B, wa y))

“panda” “nematode” “gibbon”
57.7% confidence 8.2% confidence 99.3 % confidence

Natural example Adversarial example

[ Cannot fool human eyes, but can easily fool state-of-the-art neural networks.

Explaining and Harnessing Adversarial Examples. In ICLR, 2015.



What is an adversarial example (attack)? MELBOURNE

Conventional Machine Learning Pipeline (classification):
& } & } & } Train a model NN,
) N
Transformer

Training Data with labels




What is an adversarial example (attack)? MELEOURNE

Conventional Machine Learning Pipeline (classification):

Input Well-trained NN, Predicted
‘ Well-trained CNN ‘ Labels
Well-trained Transformer

Test Data




What is an adversarial example (attack)? MELEOURNE

Adversarial attack happens:

Input Well-trained NN, Predicted
‘ Well-trained CNN ‘ Labels
Well-trained Transformer
Untrusted

Test Data + Adversarial Perturbations




Why do we care? MEROURNE

[ Cause security and reliability issues in the deployment of machine learning systems.

O E.g., mislead the autonomous driving system to recognize a stop sign into something else.

“Yield Sign”

Authentic Adversarial Adversarial
Input Perturbation Input 9

Black-box adversarial attacks in autonomous vehicle technology. In 49th IEEE Applied Imagery Pattern Recognition Workshop, 2020.
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Why do we care? MELROURNE

' Q Adding adversarial
examples on T-shirts
can bypass the Al
detection system.

[ Let you be invisible to
the Al detection system!

L It’s cool but it can cause
security and reliability
iIssues.

10

Adversarial T-shirt! Evading Person Detectors in A Physical World. ArXiv 2019.
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How to defend against adversarial attacks? MELBOURNE
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Today’s Focus

Model Adversarial
Actively Handle Perspective Training
" Adversarial Data
Trustworthy Machine Learning Data Adversarial
—=

Under Adversarial Data Perspective  Purification

Passively Handle  Adversarial
Adversarial Data Detection

11



Adversarial training NELROURN

 Adversarial Training (AT): aims to train a robust model on adversarial examples (AEs)

Train a robust model

Well-trained NN, Predicted
Well-trained CNN ‘ Labels
Well-trained Transformer

Test Data + Adversarial Perturbations

12
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Adversarial training NELROURN

 Adversarial Training (AT): aims to train a robust model on adversarial examples (AEs)

Adversarial Image

Step 1: generate adversarial examples
5§® « Proj [5“‘” + a sign (\79{’ (xi + 6i(t_1),yi; 0))]

Step 2: train with adversarial examples
argming Z ? (xi + 6i(T),yi; 9)
i

CNN@a

O
9 Maximize

r ” "**  Training Loss ~"’
O 2
O

- L

------- » lock model parameters @ element-wise addition

Perturbation
A

—— update model parameters

13

Natural Image
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What’s the problem of adversarial training? MELBOURNE
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What’s good about AT?

(J AT improves robustness (i.e., accuracy on adversarial examples).

What'’s bad about AT?

d AT drops natural accuracy (i.e., accuracy on natural examples).
Problem: there is an accuracy-robustness trade-off!l!

 Higher robustness, lower accuracy; higher accuracy, lower robustness.

What we really want: a model that has high robustness without
sacrificing natural accuracy.

14
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How to mitigate this problem? NELROURN

What will happen if we change €?

: T +
i Vel 0.2.0)  sign(v,7(6,2,1)
“panda” “nematode” “gibbon”
57.7% confidence 8.2% confidence 99.3 % confidence

(J Extreme case: we decrease € to 0, AT will converge to natural training.
J Conclusion: decrease the budget can improve natural accuracy.

15



Research gap and research question MELEOURNE

(JResearch gap: Existing AT methods apply a fixed € for all pixels in an image. Therefore,
changing € must sacrifice natural accuracy or robustness.

(JResearch question: Can we design an adaptive method to reweight € for only partial
pixels in an image so that we can increase natural accuracy without sacrificing
robustness?

In our recent work, we show that the answer to this question is YES.

16
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Improving Accuracy-robustness Trade-off via Pixel Reweighted

Adversarial Training

Jiacheng Zhang, Feng Liv*, Dawei Zhovu, Jingfeng Zhang, Tongliang Liu*

Paper Code

17

Improving Accuracy-robustness Trade-off via Pixel Reweighted Adversarial Training. ICML 2024.
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Are all pixels equally important in robust classification? e

d Proof-of-concept experiment: changing the perturbation budgets for different parts of an

image has the potential to boost robustness and accuracy at the same time.

Upper Setup 1 Setup 2 BN ¢, =6/255 BN ¢ =6/255
Left 12 6
= 255 €ul = 255 78.2 - 48.2
—_— 78.00 i
12 12 e kil 47.69
= 255 w7 255 7764 47.6
o 77.4 - 47.4
©
_ 6 _ 12 S 77.2 - 47.2
= €br = SEg ¢
255 255 <
77.0 1 47.0 -
76.8 46.8
12 12
= 255 ©bl T S5ep 76.6 - 46.6 -

Natural PGD-20 18
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Pixel-reweighted AdversaRial Training (PART) aeou

J Proof-of-concept experiment: changing the perturbation budgets for different parts of an

image has the potential to boost robustness and accuracy at the same time.

-

Pixels in an image have different importances in classification.

>

We need to guide the model to focus more on important pixels during training.

19

Improving Accuracy-robustness Trade-off via Pixel Reweighted Adversarial Training. ICML 2024.
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Pixel-reweighted AdversaRial Training (PART) s

Step1: generate adversarial examples
5O « m @ Proj [6“‘1) + a sign (VQ{’ (xl- + Si(t_l),yi; 9))]

Atversaria) Nrwes Step2: train with adversarial examples

argming z_{’ (xi + 6i(T),,Vi; 9)
L

O

C;> Minimize
r ‘ N Training Loss

O

O

@ element-wise multiplication ====--- * lock model parameters

CNNeo

O
O Maximize
* TrainingLoss =~

Perturbation

@ element-wise addition — train model parameters
Feature Maps Class Activation Map

@ \_A_J 6 lock model parameters

20

Natural Image

Improving Accuracy-robustness Trade-off via Pixel Reweighted Adversarial Training. ICML 2024.



Main resulis

PGD-20

Dataset Method Natural MMA AA
ResNet-18
AT 8258 £0.14 43.69 + 028 41.80 £ 0.10 4163 £0.22
PART (s=1) 8342 £ 026 (+0.84) 43.65 £ 0.16 (- 0.04) 41.98 = 0.03 (+0.18) 41.74 = 0.04 (+ 0.11)
PART (s = 10) 83.77 = 0.15 (+ 1.19) 43.36 £ 0.21 (- 0.33) 41.83 £ 0.07 (+ 0.03) 4141 £0.14(-0.22)
TRADES 78.16 £ 0.15 48.28 £ 0.05 45.00 £ 0.08 4505 £0.12
CIFAR-10 PART-T(s=1) 7936 £ 031 (+ 1.20) 4890 = 0.14 (+ 0.62) 45.90 = 0.07 (+ 0.90) 45.97 = 0.06 (+0.92)
PART-T (s = 10) 80.13 = 0.16 (+ 1.97) 4872 £ 0.11 (+ 0.44) 45.59 £ 0.09 (+ 0.59) 45.60 £ 0.04 (+ 0.55)
MART 76.82 £0.28 49.86 £+ 0.32 4542 £ 0.04 45.10 £ 0.06
PART-M (s=1) 78.67 £ 0.10 (+ 1.85) 50.26 £+ 0.17 (+ 0.40) 45.53 £ 005 (+0.11) 45.19 = 0.04 (+ 0.09)
PART-M (s =10)  80.00 £+ 0.15 (+ 3.18) 49.71 £0.12(-0.15) 45.14 = 0.10(-0.28) 44.61 £0.24 (- 0.49)
ResNet-18
AT 91.06 £0.24 49.83 +0.13 47.68 £ 0.06 4548 £0.05
PART (s=1) 93.14 £ 0.05 (+ 2.08) 5034 = 0.14 (+ 0.51) 48.08 = 0.09 (+ 0.40) 45.67 = 0.13 (+ 0.19)
PART (s = 10) 93.75 + 0.07 (+ 2.69) 5021 £ 0.10(+ 0.38) 48.00 £ 0.14 (+ 0.32) 4561 £ 008 (+0.13)
TRADES 88.91 = 0.28 58.74 £ 053 5329 £ 0.56 5221 £ 047
SVHN PART-T(s=1) 9135+ 0.11 (+2.44) 5933 +0.22 (+ 0.59) 54.04 = 0.16 (+ 0.75) 53.07 = 0.67 (+ 0.86)

PART-T (s = 10)
MART

PART-M (s =1)

PART-M (s = 10)

91.94 = 0.18 (+ 3.03)
89.76 £ 0.08
9142 % 0.36 (+ 1.66)
93.20 = 0.22 (+ 3.44)

5901 £ 0.13 (+ 0.27)
58.52 £ 053
58.85 £0.29 (+ 0.33)
58.41 £020(-0.11)

53.80 £ 020 (+ 0.51)
5242+ 034
5245 £ 0.03(+0.03)
52,18 £ 0.14(-0.24)

5261 £ 0.24 (+ 0.40)
49.10 £ 0.23
4992 = 0.10 (+ 0.82)
4925 £ 0.13 (+ 0.15)

WideResNet-34-10

TinyImagenet-200

AT

PART (s=1)
PART (s = 10)
TRADES
PART-T(s=1)
PART-T (s = 10)
MART

PART-M (s=1)
PART-M (s = 10)

4351 £0.13
4487 £ 021 (+ 1.36)
4559 = 0.14 (+ 2.08)

43.05 £ 0.15
4431 £ 0.12 (+ 1.26)
45.16 £ 0.10 (+ 2.11)

4268 £ 0.22
4375 £ 024 (+ 1.07)
45.02 = 0.16 (+ 2.34)

11.70 £ 0.08
11.93 = 0.16 (+ 0.23)
1181 £ 0.10(+0.11)

13.86 £ 0.10
14.08 = 0.22 (+ 0.22)
1398 = 0.15 (+ 0.12)

14.77 £ 0.18
14.93 £ 0.15 (+ 0.16)
14.65 £0.14 (- 0.12)

10.66 &= 0.11
10.96 = 0.12 (+ 0.30)
10.91 = 0.08 (+ 0.25)

12,62 £ 0.16
13.01 £ 0.09 (+ 0.39)
12.88 £ 0.12 (+ 0.26)

1358 £ 0.13
13.76 £ 0.06 (+ 0.18)
1341 £ 0.11(-0.17)

1053 +£0.14
10.76 = 0.06 (+ 0.23)
10.68 £+ 0.10 (+ 0.15)

1255 £ 0.9
12.84 £+ 0.14 (+ 0.29)
1272 £ 0.08 (+ 0.17)

1342 £0.16
13.68 = 0.13 (+ 0.24)
13.37 £ 0.15 (- 0.05)

Improving Accuracy-robustness Trade-off via Pixel Reweighted Adversarial Training. ICML 2024.

THE UNIVERSITY OF

MELBOURNE

[ Our method can achieve
a notable improvement in
accuracy-robustness
trade-off.

[ In most cases, our method
can improve natural
accuracy by a notable
margin without sacrificing
robustness.
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Conclusion and future work MELBOURNE

JKey message we want to deliver in this paper: Guiding the model
to focus more on essential pixel regions during training can help
improve the accuracy-robustness trade-off of vision models.

Questions?

22

Improving Accuracy-robustness Trade-off via Pixel Reweighted Adversarial Training. ICML 2024.
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