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A New Framework: Sample-specific Score-aware Noise Injection (SSNI)

Proof-of-concept Experiments

Key Challenges in DBP Methods How to Reweight !?
v If the noise level ! is too small, then adversarial noise cannot be fully removed.
v If the noise level ! is too large, then the purified image may have a different 

semantic meaning.
v Existing methods empirically select a fixed noise level !∗for all images, which is 

counterintuitive.

v Globally shared noise level !∗ = 100 results in suboptimal prediction performance.
v !∗ = 100 is insufficient for some images (e.g., some adversarial images), but 

excessive for others (e.g., clean images). For instance, the image is classified as 
“frog” (incorrect) with !∗ = 100 but as “dog” (correct) with !∗ = 60.  

v These highlight the need for a sample-wise noise level adjustment.

v We find that score norms scale directly with perturbation 
budgets. A lower score norm means closer to clean data 
distribution.

v  Score norms can act as proxies for estimating the 
sample-specific noise level.
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