
Main Insight
Guiding the model to focus more on essential 

pixel regions during training can help improve 
the generalizability of vision models.
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Background

Ø Adversarial training (AT) trains models using adversarial 
examples (AEs), which are natural images modified with specific 
perturbations to mislead the model.

Ø These perturbations are constrained by a predefined perturbation 
budget � and are equally applied to each pixel within an image.

Motivation

Results

Pixel-reweighted AdversaRial Training (PART)

• Changing the perturbation budgets for different 
parts of an image has the potential to boost 
robustness and accuracy at the same time.

• Different pixel regions contribute differently to 
robustness and accuracy.

• Pixels contribute more towards higher robustness 
and accuracy should have more weight.

Ø PART leverages the power of Class Activation Mapping (CAM) methods to identify 
important pixel regions.

Ø PART partially reduces � for less influential pixels, guiding the model to focus more on 
key regions that affect its outputs.

Ø The innovation in the generation process of AEs allows PART to be orthogonal to many 
AT methods (e.g., TRADES, MART), and thus PART can be easily integrated into 
existing AT methods.

Ø PART-based methods align better with semantic information (see results).
Ø In general, PART serves as a general idea rather than a specific method, and CAM is 

used as one of the tools to realize the idea.

What’s Next?

Ø Design better algorithms to reweight pixels.
Ø Extend the work to Transformers (e.g., leveraging the attention mechanism).


